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Foreword

The study of linguistics has been forever changed by the advent of the computer. Not only does the machine permit the processing of enormous quantities of text—thereby securing a better empirical foundation for conclusions—but also, since it is a modelling device, the machine allows the implementation of theories of grammar and other kinds of language processing. Models can have very unexpected properties—both good and bad—and it is only through extensive tests that the value of a model can be properly assessed. The computer revolution has been going on for many years, and its importance for linguistics was recognized early on, but the more recent spread of personal workstations has made it a reality that can no longer be ignored by anyone in the subject.

The present essay, in particular, could never have been written without the aid of the computer. I know personally from conversations and consultations with the author over many months how the book has changed. If he did not have at his command a powerful typesetting program, he would not have been able to see how his writing looked and exactly how it had to be revised and amplified. Even more significant for the evolution of the linguistic theory is the easy testing of examples made possible by the implementation of the parser and the computer-held lexicon. Indeed, the rule set and lexicon grew substantially after the successes of the early implementations created the desire to incorporate more linguistic phenomena.

As a general principle, the use of a computer not only forces the researcher to be more precise, but it also encourages him to be more ambitious. The use of the computer is an inspiration to thinking: once you pass a certain point of solidification of the implementation, you then find that whenever you get a new idea it is relatively easy to try it out. And we can share software and results with others, making independent verifications more feasible. I hope the fruits of the present work will be quickly tested in this way.

As the author explains in his preface, the book as a whole is divided into three parts, each of which has five chapters. This balance arose naturally as the shape of the essay emerged from the literary composition process. There are always many decisions to be made concerning the amount of detail that ought to be presented. Also, it is only after you start writing that you appreciate the strengths and weaknesses of your argument. Thus, over several months, the chapters split, moved, expanded, and contracted until the author was satisfied that the outline of the thesis he is putting forward was clear.
The emphasis in Part I is to give the general outlines of a theory of syntax, semantics, and pragmatics. As the author points out from the beginning, this theory did not arise from a preconceived theoretical standpoint: he was forced into it step by step by his efforts at implementation of a categorial grammar. After seeing what emerged from this work, he then realized that he could justify it on many other grounds. Once the main features of this justification are set out in Part I, the argument needs further underpinning, however. The mathematical mechanism of grammar construction is the topic of Part II of the book, where many results and comparisons with other approaches are presented.

I feel Roland Hausser is remarkably successful in showing that left-associative grammar is practical. I think he is also equally successful in showing in Parts I and II
Of course, the parsing of correct sentences is an excellent thing to do, but we also have to give much more thought to error analysis. It will be clear from the many examples in the book that the approach can be adapted to doing this, but more software design is needed to make this actual and useful. It should also be clear that the parsing of phrases as well as sentences can be done. For uses in information retrieval that we have in mind, it will be essential to do this flexibly. For example, there are well known constructions with discontinuous constituents in English where the underlying concept has to be located by means of parsing.

Also, as everyone who works in natural-language processing knows, the lexicon is never large enough, and something will have to be developed to allow the parser to “guess” at the category of words not contained in the lexicon. This could be very useful in doing empirical work in expanding the lexicon. In general, lexicon construction is very labor intensive, and machine aids are badly needed to make the task easier. In any case, I am much encouraged that the NEWCAT Parser is turning out to be a real tool. The further evaluation of the method will also be easier when we have additional languages to try out. There already exists a sizable LA-grammar for German, which was put aside during the writing of this book. I hope the author can return to this project soon.

I think it must be emphasized that this is an essay and not an exhaustive treatise. Much more could (and has!) been said on many of the topics discussed here. The present book, however, is an attempt to establish a concept by making a real effort to explain how it fits into a philosophical and psychological point of view. But the attempt will fail if it is drowned in too much detail. If the basic concept is accepted, the elaboration can come later.

The conclusions in this book may be controversial, but the author has provided—in a pleasant, non-dogmatic way—a new platform for a fresh and rational discussion. I hope linguists and philosophers will take the trouble to understand his theory and continue the debate.

Dana Scott  
Carnegie Mellon University  
February, 1989
Author’s Preface

My grandmother sometimes played dominoes\textsuperscript{1} with me. Later I was struck by the idea that language worked very much like the pieces of this game. Each piece you add must be compatible with the previous one, and it in turn determines what can be added next. This is the idea of \textit{possible continuations}.

Contemporary linguistic theory takes a different approach. It looks at language as a system of abstract sentence schemata: one gets a real sentence by replacing variables in the main schema with more elaborate sub-schemata, until finally the variables in the sub-schemata are replaced by actual words. This is the idea of \textit{possible substitutions}.

What is the difference between the two approaches? The substitution approach is based on partially \underline{ordered} replacements in abstract schemata: in a schema with
rethink the syntactic derivation process. An explicit statement of all possible continuations after each word of the sentence requires a more distributed packaging of the grammatical information than in a substitution system. But the basic intuitions of possible continuations are clear and firm: for any given “sentence start” one can easily determine which “next word” categories are grammatical, and which are not.

The resulting symbolic parallel distributed system of Left-Associative Grammar
of the formal system. Part II may be read independently of Part I, though Part II provides the formal definitions underlying the syntactic analysis outlined in Part I.

A brief conclusion is followed by three appendices describing different aspects of ECAT. ECAT is an LA-grammar of a sizeable fragment of English, which is implemented in Lisp as a parser.

The parsers for English (ECAT) and German (DCAT) were originally developed at CSLI-Stanford in INTERLISP-D on a Xerox 1109 machine. After translation into Common Lisp, ECAT was substantially expanded. The Common Lisp version of semantically interpreted ECAT presented in this book was developed on an HP-9000 work station, but has been successfully brought up on Micro-VAXes, TI-explorers, and SUN work stations.

The parsers for the natural and formal languages described in this book are all running at the Laboratory for Computational Linguistics of Carnegie Mellon University. The sample derivations contained in the following pages are unedited verbatim outputs of the parsers.
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